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Abstract—Agile software development methodologies use an iterative and incremental development in order to handle evolving systems. Consolidated techniques in the field of testing have been applied to these techniques with the main purpose of aiding in the test creation stage. An example is Model-Based Test Driven Development (MBTDD) which joins the concepts of Model-Based Testing (MBT) and Test Driven Development (TDD). However, when iterative and incremental processes are used, problems appear as the consequence of the evolution of the system, such as: how to reuse the test artefacts, and how to select the relevant tests for implementing the new version of the system. In this context, this work proposes a process called D-MBTDD in which the agile development of a system is guided by model-based tests, focusing on helping with the reuse of test artefacts and on the process of identifying tests relevant to development. The information about the modifications between two versions of the test model are used in this approach, which was compared to the Regenerate-All approach, which regenerates test cases along the iterations and does not reuse any of them.
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I. INTRODUCTION

Since the Manifesto for Agile Software Development [1], also known as the Agile Manifesto, the adoption of agile approaches has been growing. With these approaches, the focus is on the client’s needs, and the development phases (Planning, Analysis, Project, Implementation, Test and Deliver) are performed iterative and incrementally [2]. Agile software development methodologies use an iterative and incremental development in order to handle evolving systems and consequently requirement changes. In each iteration, a subset of the system requirements is analysed, designed, implemented and tested incrementally.

Agile development contributes to improve the client satisfaction with the final version of the system by means of performing continuous tests. Following this idea, some agile approaches were created emphasizing tests. One of these techniques, proposed by Kent Beck, is Test Driven Development (TDD) [3]. TDD proposes that unit tests are iteratively created before the implementation phase in order to anticipate the validation and verification (V&V) of the system. These tests guide the development of the features during the implementation phase following a cycle composed of three steps. It starts with a test case creation, which is executed before the implementation of the software, and therefore initially it will fail. In the second step, the code that will make the test be executed successfully is written. And finally the code is refactored in order to make it easier to be maintained [3].

Based on TDD, Dan North proposed Behaviour Driven Development (BDD) [4]. However, differently from TDD which focuses on unit tests, BDD focuses on acceptance tests. BDD focuses on system behaviour and proposes the collaboration between business-oriented and technology-oriented people in order to anticipate the validation of the system.

Tests are often created manually in a non-systematic way, and that is what usually happens with the use of TDD and BDD. However, this practice is subject to human errors because of the repetitive process and the lack of guarantees that the system has a good test coverage, a measure that represents how complete the test suite is. Furthermore, test artefacts created in this way are difficult to be reused, which is of particular importance in a context of test driven development with constant evolution and modification.

A more systematic way to generate test cases consists of deriving them from test models that represent the expected system’s behaviour. This idea comes from Model-Based Testing (MBT) [5], in which formal test models that represent the system’s behaviour are created and validated in order to automatically generate test cases from them. Following this idea, Model-Based Test Driven Development (MBTDD) [6] joins the concepts of MBT and TDD. Therefore, MBTDD proposes that test models are iteratively created in order to represent enough information for the current iteration, and from these models and using concepts and techniques of MBT, test cases are automatically generated. These tests guide the development of the system by using concepts and techniques of TDD.

In every iteration of MBTDD, the test model evolves to specify new behaviour and consequently a new version of the test model is created. From this new version, test cases are derived in order to guide the development of the new version of the system. During this life cycle, two problems emerge: how to reuse previous generated test cases and how to identify those that will support the development of new features.

In order to minimize these problems, this work proposes D-
MBTDD, a solution combining MBTDD with some concepts from model-based regression testing, to support and facilitate the reuse of test cases. In particular we use concepts inspired in a Software Product Line (SPL) approach, Delta-Oriented Model-Based SPL Regression Testing [7, 8, 9]. It proposes an approach in which delta modelling concepts are used to express the variability between the product variants, and the revalidation of the previous test suite is based on the modifications of the test model. It aims for test artefact reusability and, with the support of deltas that explicitly represent differences among variants, it determines which existing test cases are valid for a product variant and which ones have to be created.

In our solution we adapt the idea of Delta-Oriented Model-Based SPL Regression Testing in order to include it in a context of a model-based test driven development and to support the development of new features by means of test case reusability. Finite State Machines (FSM) are used to represent the system’s behaviour, and test cases are derived from them. When the system evolves, the reuse of the test model and the test cases occurs. Therefore, test cases from the previous version are analysed in order to identify which ones are still valid and consequently can be reused. After that, new test cases are created from the new test model version in order to update the new test suite. These new test cases support the development of new features, while the reusable test cases are used as regression tests.

To understand the benefits of the proposed D-MBTDD approach, we compared it with the Regenerate-All approach, in which only the test model is reused, and the test suite is regenerated any time the test model evolves, discarding previously generated test cases.

This paper is organized as follows: Section II presents related work, Section III introduces the D-MBTDD approach, Section IV reports the evaluations and results of the approach, and Section V presents the conclusions.

II. RELATED WORK

The use of model-based testing in an agile context has increased due to the benefits that MBT has in an iterative and incremental environment. MBT supports the automation of test case generation and is adaptable to modifications. Therefore some researches propose the use of MBT in an agile context. Wieczorek et al. [10] propose an approach that uses TDD on the component level, and MBT on the system level. MBT is used to support the generation of integration tests. Hametner et al. [11] propose a method which adapts TDD for the context of the development of an automation system, in which models are used to generate the test cases. However, they only describe the design of the test models. Entin et al. [12] propose to use MBT to support the generation of regression tests. Even though these works deal with MBT in an agile context, test cases are not generated with the aim of guiding the development.

Sadeghi and Hosseiniabadi [6] proposed a technique that combines MBT and TDD techniques so that model-based tests guide the development, called Model-Based Test Driven Development (MBTDD). In the MBTDD process, the TDD cycle is extended with MBT steps. Two steps are included before the TDD cycle: the modelling step and the model-based testing step. In the first step the test model is created in order to represent enough information for an iteration, and in the second step the test cases that guide the development are derived from the test model. Along the iterations the test model evolves, so that in each iteration test cases to guide the development are derived. Even though MBTDD deals with a development guided by model-based tests, it does not deal with the reuse of test cases along the iterations. Moreover, it does not support the identification of which test cases guide the development of new features.

In order to reduce these problems, techniques that use Model-Based Regression Testing can be used. The use of model-based regression testing is addressed with different focus in literature, either by focusing on the revalidation of the previous test cases, i.e. their classification [13, 14, 15], or the reuse of test models and test cases [16, 17].

The approach described in this paper is based on the model-based regression testing approach described in [7, 8, 9]. Delta-Oriented Model-Based SPL Regression Testing is an approach for incremental model-based testing of Software Product Line (SPL) which aims to reuse test artefacts. It proposes the use of delta modelling to support the specification of modifications between variants and the incremental creation of test artefacts. In delta modelling, similar products are represented by a designated core product and a set of deltas that specify changes with respect to the core product. Each product has the following test artefacts: a test model which describes the behaviour of the system, a test suite containing test cases that cover a set of test goals which have to be covered, and a test plan containing the test cases that have to be (re-)tested during regression testing. This technique was proposed in the context of SPL, and consequently does not deal with a model-based test driven development and with the identification of which test cases guide the development of new features.

Delta-Oriented Model-Based SPL Regression Testing was adapted to be used in an iterative and incremental development, in which the first version of the system can be seen as a core product, and the next version as its variant. When the second version evolves into a third version, it is considered as the core product and the new version as its variant. The differences between the versions are represented as deltas. To simplify the description when referencing a long chain of versions, all versions after the first can be called variants of the first version, considered the initial core version.

The same collection of test artefacts was used, but only finite state machines were used as test models, and following the idea of Korel et al. [18], the deltas contained only additions and deletions of transitions. That is because an addition or a deletion of a state is associated with an addition or a deletion of at least one transition, respectively.

Differently from related works, D-MBTDD focuses on supporting the reuse of test artefacts along the iterations of a model-based test driven development, and the development of new features by identifying the test cases that will guide
D-MBTDD proposes a new feature development cycle in which new test cases guide the development of new features and reusable test cases are used as regression tests. Moreover, D-MBTDD reuses not only the test model, but also the test cases.

III. D-MBTDD

Our approach, D-MBTDD, is inspired by MBTDD [6]. However, in addition to a model-based test driven development, we support the incremental test creation and maintenance, and the identification of test cases that guide the development of new features. D-MBTDD also aims to reduce the effort required for the transformation of abstract test cases into executable test cases by reusing those from previous versions. In order to support this, we use some concepts from Delta-Oriented Model-Based SPL Regression Testing [7, 8, 9], adapting it to the context of an evolving system. Differently from Delta-Oriented Model-Based SPL Regression Testing, D-MBTDD assumes a sequential evolution of the test models in which in each iteration the deltas are applied to the previous version of the test model. We consider the same collection of test artefacts, containing: a test model to represent the system’s behaviour, a test suite which contains test cases, a set of test goals that the test suite must cover, and a test plan which contains the valid test cases.

In this work, finite state machines (FSM) are used as test models to represent the system’s behaviour and the deltas which contain the differences between two versions. Even though during the D-MBTDD process there are steps to create and evolve the test models, it is not in the scope of the approach how they are created. It is assumed that the test models were already created and validated by specialists.

A. Process for the first iteration

In the first iteration the first version of the test artefacts is created, followed by the first version of the system. There are no artefacts to be reused, therefore the following steps are performed:

1. Create and Validate the Test Model: A test model (TM) is created and validated by specialists in order to represent the expected system’s behaviour of the first iteration.

   To illustrate the D-MBTDD process, we have a first version of a FSM in Figure 1.

   ![Fig. 1. Core test model example (adapted from [19])](image)

2. Test Goals Definition: To support the generation of model-based tests, it is necessary to define a coverage criterion for the test suite. It is defined together with the client, the developers and the testers. Based on this criterion, the test goals that the test suite has to cover are derived.

   For example, considering a coverage criterion of 100% transitions coverage, the test goals for the FSM illustrated in Figure 1 are: \( \{ t_1, ..., t_8 \} \).

3. Generate Test Cases: The test cases that cover all test goals are generated with the aid of an MBT tool.

   For example, using the StateMutest tool [20], 5 test cases were generated in order to cover all test goals for the FSM of Figure 1.

4. Test Suite and Test Plan Definition: The test suite is composed of all test cases, while the test plan is composed of only the valid test cases. In the first iteration, all test cases were generated, therefore the test suite and the plan are equal.

   In our example, the test suite and the test plan are composed of 5 test cases.

5. Development Cycle: The test plan guides the development during the Development Cycle which follows the TDD concepts.

B. Process for the subsequent iterations

D-MBTDD is used in the context of an evolving system, therefore in the subsequent iterations there will be new requirements and modifications to do, and test cases to be reused. The process follows the steps below, considering:

- \( TSreu \) and \( TSobs \): the set of reusable and obsolete test cases, respectively, from the previous version.
- \( TSreu' \), \( TSobs' \) and \( TSnew' \): the set of reusable, obsolete and new test cases, respectively, from the new version.

1. New Test Model Creation and Validation: The modifications necessary to obtain a new version of the system are discussed with the client and are represented as a delta. This delta is applied to the previous test model version (TM) in order to obtain the new test model version (TM'), which is validated with a specialist.

   For example, we assume that in order to obtain the new version of the system it was necessary to remove transitions \( t_3 \) and \( t_4 \), and add transitions \( t_9, ..., t_{15} \). This information is represented in the delta illustrated in Figure 2, in which removed transitions are represented with dashed lines and added transitions with double lines. When the delta is applied to the previous FSM illustrated in Figure 1, the new version illustrated in Figure 3 is obtained.

2. Update Test Goals: The test goals for the new test model are updated based on a coverage criterion. It can be the same from the previous iteration, but it can also be a different one.

   For example, for the new test model of Figure 3 and using the same coverage criterion of the first iteration, the test goals are updated to: \( \{ t_1, t_2, t_5, ..., t_{15} \} \).

3. Revalidation of the Test Suite: The test suite from the previous version is revalidated in order to identify which test cases are still valid or not. Based on the delta information, the set of reusable test cases used in the previous iteration (\( TSreu \)), i.e. those that were reused in the previous iteration,
cases (test cases were created, which make up the set of new test cases from the previous set). Because some transitions were added by the delta, there were missing test goals to be covered \(t_9, ..., t_{15}\). Therefore, 2 new test cases were created, which make up the set of new test cases.

5. New Test Plan: The new test plan \(TP'\) is created with only the valid test cases. Therefore, \(TP'\) includes the sets of reusable \(TSreu'\) and new test cases \(TSnew'\) of the new version.

In our example, \(TP'\) was created with 5 test cases: 3 from \(TSreu'\) and 2 from \(TSnew'\).

6. New Feature Development Cycle: The test plan guides the development. Because new features have to be developed, a new development cycle is proposed based on the TDD concepts. The size of the new test cases guide the development of new features, while the set of reusable test cases are used as regression tests. Therefore, the reusable test cases are applied in order to guarantee confidence in the modified version of the system.

IV. Evaluation and Results

In this Section we discuss the experiments that have been performed and the obtained results. During the evaluation, D-MBTDD was compared to the Regenerate-All approach. In every iteration, differently from D-MBTDD, Regenerate-All updates the test model and generates all test cases from it without reusing any previously generated test cases. It discards all test cases generated in the previous iterations and uses only the test model. Binder [21, 22] justifies this approach by affirming that updating a test model requires less effort than maintaining a test suite, since the size and complexity of test models grows more slowly than the test suite.

This evaluation tries to identify if Binder’s claim is always valid, or if reusing test cases can be a good alternative in some cases. In a development guided by model-based tests there is the necessity to identify those test cases that will support the development of new features. Note that when test cases are automatically generated from models the correspondence between test cases and features might not be obvious. There is also the effort to transform the abstract test cases into executable test cases. Therefore, this evaluation aims to answer the following research questions when D-MBTDD is compared to Regenerate-All: a) Does D-MBTDD require less effort for test case creation? b) Does D-MBTDD require less effort for the identification of which test cases guide the development of new features? c) Does D-MBTDD require a smaller total effort?

The objects used during the experiments were FSMs created in a case study performed by the authors of Delta-Oriented Model-Based SPL Regression Testing. The FSMs describe functionalities of a simplified Body Comfort System (BCS) [19]. The delta modelling concept was used during the case study, therefore core test models, delta models and different variants were created. To adapt it to an evolving system context, each FSM was used as if it were a test model of an iteration. The core represents the test model of the first iteration, while the variants represent the test models for the iterations that follow. From all the core models present in the article, only those which had at least one delta model were selected, resulting in 8 selected core models. Table I summarizes the number of delta models for each selected core test model. The name of each core model was extracted from...
the original source [19]. All the models are fully detailed in [19].

<table>
<thead>
<tr>
<th>ID</th>
<th>Model</th>
<th>Deltas</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>Manual Power Window</td>
<td>1</td>
</tr>
<tr>
<td>M2</td>
<td>Automatic Power Window</td>
<td>1</td>
</tr>
<tr>
<td>M3</td>
<td>Remote Control Key</td>
<td>3</td>
</tr>
<tr>
<td>M4</td>
<td>Central Locking System</td>
<td>2</td>
</tr>
<tr>
<td>M5</td>
<td>Human Interface Component</td>
<td>3</td>
</tr>
<tr>
<td>M6</td>
<td>LED Automatic Power Window</td>
<td>1</td>
</tr>
<tr>
<td>M7</td>
<td>Alarm System</td>
<td>2</td>
</tr>
<tr>
<td>M8</td>
<td>Exterior Mirror</td>
<td>2</td>
</tr>
</tbody>
</table>

The experiments were conducted following a process consisting of two steps: 1) for each core FSM the test cases were created following a coverage criterion of 100% transition coverage; 2) for each version Regenerate-All and D-MBTDD were performed following the same coverage criterion. When Regenerate-All was used all test cases were generated in order to cover all test goals of the FSM. When D-MBTDD was used the analysis steps described in Section III were performed in order to identify the reusable test cases, and only the test cases necessary to cover missing test goals were generated. To perform the test case generation, the StateMutest tool [20] was used during all the experiments.

A. Metrics

The evaluation aims to compare D-MBTDD with Regenerate-All. Therefore, we defined some metrics to be applied to each version of a core test model, in order to compare the effectiveness of the two approaches. Considering $T SO$ and $T SN$ the size of the old and the new test suite, respectively, and $N$ the number of new test cases generated with D-MBTDD:

- **Generated Test Cases (GenTC):** represents the number of generated test cases per iteration. When Regenerate-All is used all test cases are generated from scratch. The number of generated test cases equals to the size of the new test suite, therefore:

$$GenTC(RA) = TSN$$  \hspace{1cm} (1)

When D-MBTDD is used only new test cases necessary to cover missing test goals are generated, therefore:

$$GenTC(DMBTDD) = N$$  \hspace{1cm} (2)

- The generated test cases were classified as **Not Modification Traversal Test Cases (NotModTC)** or **Modification Traversal Test Cases (ModTC)**. NotModTC represents the number of test cases that traverse only the unmodified parts, i.e., that do not traverse any modified element of the FSM. ModTC represents the number of test cases that traverse at least one modified element of the state machine. For both approaches, the following relationship between these metrics hold:

$$GenTC = NotModTC + ModTC$$  \hspace{1cm} (3)

- **Focus:** measures the effectiveness in generating more modification traversal test cases ($ModTC$) than not modification traversal test cases ($NotModTC$) per iteration. The ModTC test cases support the development of new features, so having a larger portion of them results in more generated test cases used during the development of new features. For both approaches, focus measures the relationship between ModTC and all generated test cases (GenTC), therefore:

$$Focus = \frac{ModTC}{GenTC}$$  \hspace{1cm} (4)

B. Results

For each test model version, the values of Generated Test Cases (GenTC), Not Modification Traversal Test Cases (NotModTC), Modification Traversal Test Cases (ModTC) and Focus are shown in Table II.

Each version of a core test model is identified with an ID in Table II. This ID was defined using the following pattern: the ID of the core test model, presented in Table I, followed by a sequence of IDs (letter D followed by a number) representing the deltas applied to the core model.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Approach</th>
<th>GenTC</th>
<th>NotModTC</th>
<th>ModTC</th>
<th>Focus (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1_D1</td>
<td>Regenerate-All</td>
<td>15</td>
<td>7</td>
<td>11</td>
<td>84.62</td>
</tr>
<tr>
<td>M1_D1</td>
<td>D-MBTDD</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>100</td>
</tr>
<tr>
<td>M2_D1</td>
<td>Regenerate-All</td>
<td>17</td>
<td>0</td>
<td>17</td>
<td>100</td>
</tr>
<tr>
<td>M2_D1</td>
<td>D-MBTDD</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>100</td>
</tr>
<tr>
<td>M3_D2</td>
<td>Regenerate-All</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>M3_D2</td>
<td>D-MBTDD</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>M3_D2_D3</td>
<td>Regenerate-All</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>M3_D2_D3</td>
<td>D-MBTDD</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>M3_D2_D3_D4</td>
<td>Regenerate-All</td>
<td>8</td>
<td>0</td>
<td>8</td>
<td>100</td>
</tr>
<tr>
<td>M3_D2_D3_D4</td>
<td>D-MBTDD</td>
<td>6</td>
<td>1</td>
<td>5</td>
<td>83.33</td>
</tr>
<tr>
<td>M4_D4</td>
<td>Regenerate-All</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>M4_D4</td>
<td>D-MBTDD</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>M4_D4_D4</td>
<td>Regenerate-All</td>
<td>6</td>
<td>1</td>
<td>5</td>
<td>83.33</td>
</tr>
<tr>
<td>M4_D4_D4</td>
<td>D-MBTDD</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>M5_D5</td>
<td>Regenerate-All</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>100</td>
</tr>
<tr>
<td>M5_D5</td>
<td>D-MBTDD</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>M5_D5_D5</td>
<td>Regenerate-All</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>M5_D5_D5</td>
<td>D-MBTDD</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>M6_D6</td>
<td>Regenerate-All</td>
<td>12</td>
<td>1</td>
<td>9</td>
<td>75</td>
</tr>
<tr>
<td>M6_D6</td>
<td>D-MBTDD</td>
<td>7</td>
<td>1</td>
<td>6</td>
<td>85.71</td>
</tr>
<tr>
<td>M7_D1</td>
<td>Regenerate-All</td>
<td>11</td>
<td>2</td>
<td>9</td>
<td>81.82</td>
</tr>
<tr>
<td>M7_D1</td>
<td>D-MBTDD</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>M7_D1_D2</td>
<td>Regenerate-All</td>
<td>11</td>
<td>6</td>
<td>5</td>
<td>45.45</td>
</tr>
<tr>
<td>M7_D1_D2</td>
<td>D-MBTDD</td>
<td>10</td>
<td>3</td>
<td>7</td>
<td>70</td>
</tr>
<tr>
<td>M8_D8</td>
<td>Regenerate-All</td>
<td>10</td>
<td>2</td>
<td>8</td>
<td>80</td>
</tr>
<tr>
<td>M8_D8</td>
<td>D-MBTDD</td>
<td>8</td>
<td>1</td>
<td>7</td>
<td>87.50</td>
</tr>
<tr>
<td>M8_D8_D8</td>
<td>Regenerate-All</td>
<td>10</td>
<td>3</td>
<td>7</td>
<td>70</td>
</tr>
<tr>
<td>M8_D8_D8</td>
<td>D-MBTDD</td>
<td>9</td>
<td>2</td>
<td>7</td>
<td>77.78</td>
</tr>
</tbody>
</table>

To help with the discussion, the metrics have been plotted using bar charts, and are displayed in Figures 4. For each version of a core FSM two approaches were simulated, and therefore we have two bars for each experiment: the left bar contains the results obtained with Regenerate-All, and the right those obtained with D-MBTDD. The total size of each bar represents the value of GenTC. Each bar was split into two parts: a blue bar filled with squares, and an orange bar filled...
with circles. The blue bar represents the value of $ModTC$, and the orange bar represents the value of $NotModTC$.

![Bar graph showing the number of generated test cases for different test models.](image)

Fig. 4. Results of the experiments. The bar graphs show the number of generated test cases for different test models.

When analysing the values of Table II, and the Figures 4 we noticed that:

1) In all experiments, the value of $GenTC$ when D-MBTDD was used was equal to or smaller than the value when Regenerate-All was used. Therefore, D-MBTDD generated less test cases per execution than the Regenerate-All approach.

2) In 93.33% of the experiments, the value of $ModTC$ when D-MBTDD was used was equal to or smaller than the value when Regenerate-All was used. The only exception was the $M3_D2_D1_D3$ example. Therefore, in the majority of the examples, D-MBTDD had a higher efficiency in generating test cases that guide the development of new features than Regenerate-All.

3) In 93.33% of the experiments, the value of $NotModTC$ when D-MBTDD was used was equal to or smaller than the value when Regenerate-All was used. The only exception was the $M3_D2_D1_D3$ example. Therefore, in the majority of the examples, D-MBTDD generated an equal or smaller value of not modification traversal test cases than Regenerate-All.

4) In 93.33% of the experiments, the value of $Focus$ when D-MBTDD was used was equal to or greater than the value when Regenerate-All was used. The only exception was the $M3_D2_D1_D3$ example. Therefore, in the majority of the examples, D-MBTDD had a higher efficiency in generating test cases that guide the development of new features than Regenerate-All.

C. Cost comparison between D-MBTDD and Regenerate-All

Based on the results and on the experiments we can discuss the answers for the research questions defined in the beginning of this Section. For each question we summarized the cost of each step involved when using Regenerate-All and when using D-MBTDD considering:

- $c(ge)$: cost to generate the test cases;
- $c(re)$: cost to revalidate the old test suite;
- $c(id)$: cost to identify the test cases that guide the development of new features;
- $c(tr)$: cost to transform the abstract test cases into executable ones

**Total Cost of generating test cases ($E_{Cr}$)**

In Regenerate-All, after the test model evolves the test cases are simply generated from it, therefore:

$$E_{Cr}(RA) = GenTC \times c(ge)$$

Considering equation 1:

$$E_{Cr}(RA) = TSN \times c(ge)$$

In D-MBTDD, before generating the test cases it is necessary to revalidate the test cases from the old test suite, therefore:

$$E_{Cr}(DMBTDD) = TSO \times c(re) + GenTC \times c(ge)$$

Considering equation 2:

$$E_{Cr}(DMBTDD) = TSO \times c(re) + N \times c(ge)$$

When comparing equation 5 and 6, we can see that D-MBTDD has an additional cost to revalidate the previous test suite. Therefore, in general D-MBTDD does not require less effort for test case creation per iteration when compared to Regenerate-All. However, this is not true if $(TSO + N) < TSN$ and $c(re) < c(ge)$.

**Cost of identifying test cases that guide the development of new features ($E_{Id}$)**

The test cases that guide the development of new features are those classified as modification traversal. In Regenerate-All, after the generation of all test cases it is necessary to identify those that traverse modified elements, therefore:

$$E_{Id}(RA) = GenTC \times c(id)$$

Considering equation 1:

$$E_{Id}(RA) = TSN \times c(id)$$

In D-MBTDD the generation of test cases is focused on modified elements. Consequently the modification traversal
test cases are already identified in the set of new test cases, therefore no effort is required for this task:

\[ E_{Id}(DMBTDD) = 0 \] (8)

When comparing equation 7 and 8 we can conclude that D-MBTDD requires less effort for the identification of which test cases guide the development of new features when compared to Regenerate-All.

**Total Effort (E_Total)**

The total effort to use each approach is composed of the effort to generate the test cases, to identify the modification traversal test cases, and to transform abstract test cases into executable test cases.

Consider equations 5 and 7, and that all generated test cases have to be transformed into executable test cases in Regenerate-All, the total effort is:

\[ E_{Total}(RA) = TSN*c(ge) + TSN*c(id) + GenTC*c(tr) \]

Considering equation 1:

\[ E_{Total}(RA) = TSN*c(ge) + TSN*c(id) + TSN*c(tr) \] (9)

Considering equations 6 and 8, and that only the new test cases have to be transformed into executable test cases in D-MBTDD, the total effort is:

\[ E_{Total}(DMBTDD) = TSO*c(re) + N*c(ge) + N*c(tr) \] (10)

When analysing equations 5 and 6, we noticed that the total effort for using Regenerate-All is impacted by the value of \( TSN \), while D-MBTDD is impacted by the values of \( TSO \) and \( N \). According to the evolution of the test model, in order to cover a specific criterion, the number of generated test cases when Regenerate-All is used (\( Gen(RA) \)) tends to increase, and consequently the size of the new test suite (\( TSN \)). With D-MBTDD, in order to cover the same criterion, there is a tendency to generate less test cases because part of the test goals will be already covered by the reusable test cases. Therefore, the value of the generated test cases (\( Gen(DMBTDD) \)), and consequently the value of \( N \), tends to be smaller than \( Gen(RA) = TSN \).

If we consider:

- \( TSO \approx TSN \), i.e., the size of the old and new test suites are approximately the same, and
- \( N < TSN \), the number of generated test cases with D-MBTDD is smaller than with Regenerate-All as discussed above.

Then two conditions improve the effectiveness of D-MBTDD over Regenerate-All:

- \( c(tr) > c(re) \), i.e., the cost of transforming abstract test cases into executable test cases is greater than the cost of revalidating the old test suite; and
- \( c(id) > c(re) \), i.e., the cost of identifying the test cases that guide the development of new features is greater than the cost of revalidating the old test suite.

**D. Threats to the Validity**

When performing an experiment, there are some threats to the validity to be concerned about. In this evaluation the models and the number of deltas used during the experiments represent threats to external validity since their complexity, their size and their domain can affect the results. The results are also impacted by the MTB tool used during the experiments. The metrics measured during the controlled experiments may not be able to completely show the trade-offs between the two alternatives, representing threats to the construction of the experiments.

**V. Conclusions and Future Work**

A model-based test driven development has some challenges along the iterations, such as the reuse of test artefacts and the identification of those that should guide the development of new features. This work proposed D-MBTDD, an approach which tries to minimize these problems by joining MBTDD and Delta-Oriented Model-Based SPL Regression Testing. This results in a process which contains steps of Delta-Oriented Model-Based SPL Regression Testing to support test case creation, maintenance and reusability, and steps of MBTDD to support the development guided by model-based testing. D-MBTDD reuses not only the test model, but also the test cases. During new increments, the test cases are generated focusing on the modified elements of the test model. With that, only these test cases have to be transformed into executable test cases per iteration in order to support the development of new features, allowing the effort needed for this transformation to be reduced.

During this work D-MBTDD was evaluated against the Regenerate-All approach, in which only the test model is reused along the iterations, and the test suite is regenerated any time the test model evolves. D-MBTDD performed better according to the set of defined metrics. In 93.33\% of the experiments, D-MBTDD had an equal or greater value of effectiveness (Focus) in generating modification traversal test cases which are used to guide the development of new features. Even though D-MBTDD requires a revalidation of the previous test suite, it requires less effort to support the development of new features. This is because D-MBTDD generates test cases based on the modifications and consequently focused on the new elements.

This work defined some formulas to quantify the total effort to use D-MBTDD and Regenerate-All. While D-MBTDD has a cost to revalidate the previous test suite before generating test cases, Regenerate-All has the cost to identify the modification traversal test cases after the test case generation. As a future work we plan to develop experimental case studies in order to quantify the costs involved in each step of the approaches. Moreover, we plan to perform more extensive experimental analyses, and properly apply statistical techniques like hypothesis testing to verify the obtained results. The obtained experimental data would allow us to quantify and analyse the total effort to use the approaches, and better understand in which occasions one can be recommended over the other.
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