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Abstract—Several formalisms and techniques have been introduced in the literature for the purpose of modeling and evaluation of complex systems. Each of them has its strengths and weaknesses, which also depend on the purpose of the evaluation. In this paper we propose the integration of two different formalisms in a single framework for the modeling, validation, and optimization of production-supply problems. In particular, the proposed framework combines Process Graphs (P-Graphs) as the modeling formalism, and Stochastic Activity Networks (SAN) for the analysis and optimization. The integration proposed in this paper extends the capabilities of the P-Graph formalism to include performance and dependability metrics in the optimization process, without hampering the modeling convenience of P-Graphs. The proposed approach is applied to a case study of the optimization of a power supply network.

1. Introduction

Several formalisms and techniques have been introduced in the literature for the purpose of modeling and evaluation of complex systems [1]. Each of them has its strengths and weaknesses, which also depend on the target and purpose of the evaluation. It is therefore difficult to think that a single formalism can be useful for all the stages and tasks of system planning and development. This is even more relevant in modern systems, which are becoming complex, heterogeneous and interconnected. Actually, the benefit of combining different formalisms in an integrated approach has been largely recognized both at theoretical level [2], and at the practical level, with the introduction of multi-formalism tools [3].

One of the tasks for which several formalisms have been devised is the evaluation and planning domain, in which different system architectures are compared with respect to some criteria. In this paper we combine two different formalisms in a single approach for the modeling, validation, and optimization of production-supply problems. In particular, the framework will use Process Graphs (P-Graphs, [4]) as the modeling formalisms and Stochastic Activity Networks (SAN, [5]) for the analysis and optimization.

The integration of the two formalisms aims at combining their beneficial features: ease of modeling for P-Graphs and versatility for SAN, while reducing their drawbacks, which consist in the limited evaluation possibilities of P-Graphs, and the need of specific knowledge for developing SAN models. The focus is on Process Network Synthesis problems, which are introduced later.

The paper is organized as follows. Section 2 introduces Process Network Synthesis problems and the P-Graph formalism; Section 3 introduces Stochastic Activity Networks. The approach to process network synthesis that we propose, combining the two formalisms, is described in Section 4. An example application of the proposed methodology is reported in Section 5. Related work is discussed in Section 6, while conclusions are drawn in Section 7.

2. Process Network Synthesis and P-Graphs

2.1. PNS Problems

The definition of the Process Network Synthesis (PNS) [4] problem was motivated by production problems in chemical engineering, in which the objective was to determine an optimal allocation of resources, planning of resources and flows, and management of operating units, thus optimizing the production.

Such problems were initially solved using techniques based on heuristics, dynamic programming, random search, or conventional graphs algorithms, which were efficient only for small scale problems, since the number of possible alternative structures results to be exponential. To overcome such limitations, a new way to formalize such problems was introduced, through the Process Graphs (P-Graphs) formalism [6]. P-Graphs have been later used in other domains, including critical infrastructures like transportation and power grid.

Let $M$ be a given finite set of all materials that have to be involved in the synthesis of a process system; it may be just a set of names, or a set of vectors including characteristics of such materials. A PNS problem involving materials in $M$ is defined by a triple $(P,R,O)$, where $P \neq \emptyset$ is the
set of products, \( R \neq \emptyset \) is the set of raw materials, and \( O \neq \emptyset \) is the set of operating units. The problem, which is NP-hard combinatorial problem [7], consists in finding the structure which, using the available operating units \( O \), is able to produce the desired materials \( P \) from the specific raw materials \( R \), and minimizes the cost of the resulting processing network [8], [9].

The basic relations between the above introduced sets are the following:

\[
P \subseteq M, \quad R \subseteq M, \quad M \cap O = \emptyset \tag{1}
\]

and

\[
O \subseteq \mathcal{P}(M) \times \mathcal{P}(M), \tag{2}
\]

where \( \mathcal{P}(M) \) is the power set of \( M \).

### 2.2. P-Graphs

A convenient formalism to model PNS problems are P-Graphs [10]. A P-Graph is a directed bipartite graph whose vertices are materials and operating units. Formally [11], given two finite sets \( M \) and \( O \), such that Equation 2 holds, a P-Graph is defined to be the pair \((M,O)\). The vertices of the graph are elements of \( V = M \cup O \), while the arcs of the graph are elements of \( A = A_1 \cup A_2 \), where:

\[
A_1 = \{(x,y) \mid y = (\alpha, \beta) \in O \wedge x \in \alpha\},
\]

\[
A_2 = \{(y,x) \mid y = (\alpha, \beta) \in O \wedge x \in \beta\}. \tag{3}
\]

A particular kind of materials are raw materials \( R \subset M \) and products \( P \subset M \). Raw materials constitute the input of the process, and products are the output produced by the process. The remaining materials are called intermediate materials.

An operating unit \((\alpha, \beta) \in O\) consumes its input materials \( x_i \in \alpha \) and produces its output materials \( x_j \in \beta \). More precisely, being \( a: A \rightarrow \mathbb{R}^+ \) a function that gives the cardinality of each arc in the P-Graph, the operating unit \( \gamma = (\alpha, \beta) \in O \) needs \( a(\alpha, \gamma) \) units of its input material \( x_i \), \( \forall x_i \in \alpha \) its input materials \( x_i \in \alpha \), in order to produce \( a(\gamma, x_j) \) units of the output material \( x_j \), \( \forall x_j \in \beta \). Graphically, operating units are represented as horizontal bars and materials as solid circles; materials from different categories (raw, product, intermediate) are sometimes depicted with circles having different decorations. A graphical example of a P-Graph is depicted in Figure 1 [12].

The synthesis of a processing network consists in choosing the best possible solution (i.e., arrangement of available operating units) among a number of options. This optimisation task has several possible objectives, the most common being the system profit to be maximised.

Depending on the objective function, the following additional properties are added to operating units and materials. For each operating unit \( o \in O \), \( f_c(o) \) is a fixed cost for including the unit in the solution, and \( p_c(o) \) is a proportional cost for each unit of time that the unit is working. For each raw material \( r \in R \), \( c_r \) is the supplying cost for the material, \( U_r \) is an upper bound on the available quantity of a raw material. For each product \( p \in P \), \( g_p \) is the gain associated with producing a final product, e.g., the price at which it is sold, and \( L_p \) is a lower bound that specifies the minimum quantity of the product that must be produced by the process.

In general, the entire search space of PNS problems is exponential with respect to the size of the problem, and would consist of \( 2^{O(|-1)} \) different solution-structures. However, the use of P-Graphs and the associated mathematical theory allows computational costs to solve PNS problems to be sensibly reduced. Such reduction of computational costs is due to the fact that not every possible combinatorial structure is an admissible solution. If admissible solutions can be identified, then the search for the optimal structure can be limited to those structures.

### 2.3. Solution Process

The mathematical framework behind P-Graphs consists of three algorithms that are applied to solve the PNS problem: the Maximal Structure Generation (MSG) [10], the Solution-Structure Generation (SSG) [13], and the Accelerated Branch and Bound (ABB) [12] algorithms.

Admissible solutions must satisfy a set of structural properties of the corresponding P-Graph, which are formalized through five axioms [10]. The set of admissible solution-structures is denoted as \( S(P,R,O) \); this set is closed with respect to the union. The super-structure (i.e., the union) of those solutions is called maximal structure for the problem, and it is denoted as \( \mu(P,R,O) \). Therefore, the maximal structure is still an admissible solution of the problem. Such structure is generated using the Maximal Structure Generation (MSG) algorithm, which is the first step of the solution process.

The next step consists in the application of the Solution-Structure Generation (SSG) algorithm, which isolates and enumerates, from the maximal structure, all the admissible solutions to the PNS problem.

The optimal solution of the problem is generated by the Accelerated Branch and Bound (ABB) algorithm. General branch-and-bound methods are inefficient at solving
the mixed-integer programming (MIP) problem underlying a process synthesis problem [14]. The ABB algorithm
searches for the optimal solution in an efficient way, taking into account combinatorial properties of solution-
structures, and properties ensured by structural axioms of P-Graphs.

3. Stochastic Activity Networks

Stochastic Activity Networks (SAN) can be considered an extension of Stochastic Petri Nets (SPN) [15], a widely
used formalism for performance and dependability evaluation of complex systems.

A formal definition of SAN was given by Sanders and Meyer in [5]. We recall here the basic definitions provided
in that paper. An Activity Network (AN) is defined as an eight-tuple [5]

\[ AN = (P,A,I,O,\gamma,\tau,\iota,o), \]

where: \( P \) is a finite set of places; \( A \) is a finite set of activities; \( I \) is a finite set of input gates; \( O \) is a finite set of output
gates; \( \gamma \): \( A \to \mathbb{N}^+ \) specifies the number of cases for each activity; \( \tau \): \( A \to \{\text{timed, instantaneous}\} \) specifies the type
of each activity; \( \iota \): \( I \to A \) maps input gates to activities; \( o \): \( O \to \{\{(a,c)\mid a \in A \text{ and } c \in \{1,2,\ldots,\gamma(a)\}\} \) maps
output gates to cases of activities. If \( S \) is a set of places \( (S \subseteq P) \), a marking of \( S \) is a mapping \( \mu \): \( S \to \mathbb{N} \). Similarly,
the set of possible markings of \( S \) is the set of functions \( M_S = \{\mu \mid \mu : S \to \mathbb{N}\} \). The marking of a SAN defines its
current state.

An input gate is defined to be a triple, \((G,e,f)\), where \( G \subseteq P \) is the set of input places associated with the gate,
\( e : M_G \to \{0,1\} \) is the enabling predicate of the gate, and \( f : M_G \to M_G \) is the input function of the gate. An output
gate is a pair, \((G,f)\), where \( G \subseteq P \) is the set of output places associated with the gate, and \( f : M_G \to M_G \) is the
output function of the gate.

A Stochastic Activity Network (SAN) is formed by adding stochastic information, through functions \( C, F, \) and
\( G \), where \( C \) is the probability distribution of case selections, \( F \) is probability distribution functions of activity delay
times, and \( G \) describes the sets of reactivation markings for each possible marking [5].

Formally:

\[ SAN = (P,A,I,O,\gamma,\tau,\iota,o,\mu_0,C,F,G). \]

Informally, the number of tokens in each SAN place define the current state of the model. Activities, based on predicates
specified in input gates can become enabled; if an activity stays continuously enabled it will fire after a stochastic
delay. When an activity fires, it can modify the current state of the model. Different kinds of metrics can be defined on
SAN models by means of reward variables, which define the amount of reward that is accumulated for the permanence
in specific states, or for the firing of specific activities. Reward variables can be evaluated using numerical methods or
by discrete-event simulation, using the solvers provided with the Möbius tool [3].

Graphically, SAN use a notation similar to Petri Nets: activities are represented by vertical bars (thick bars for
timed activities, thin bars for immediate ones), and places by circles. Input gates are denoted by red triangles, and output
gates by black triangles; cases of activities are represented as small circles attached to the activity. An example SAN
model of a web service using a proxy is depicted in Figure 2 [16]. Extensions supported by the Möbius tool include
extended places, which can contain values of different types as tokens, including structured datatypes, instead of just
an integer number of tokens like ordinary places.

SAN models can be combined together to form more complex models, using the Rep/Join formalism [17] (Figure
3). This feature is often exploited to improve the modularity of the models (e.g., see [18], [19], [20]), possibly using
automated generation and composition approaches [21].

4. Combining P-Graphs and SANs

As discussed in Section 2, using P-Graphs makes it possible to model PNS problems conveniently, and at the same,
through the underlying theory, to analyze the structural properties and find an optimal structure considering the nominal
behavior of the production process. However, the solutions produced by the analysis of P-Graphs take into account only
the nominal attributes associated with materials, products, and operating units under analysis, without performing more
precise behavioral analysis of individual solution-structures, thus introducing some limitations and simplifications.

More precisely, such limitations consist in not taking into account possible interactions and interdependencies
between process network components, and in a partial representation of time-related concepts. In fact, each operating
unit has a fixed cost, a cost proportional to its usage, and produces a certain amount of material working during the
year, but there is no information on how such time is actually distributed. Interactions such as possible waiting due to the
absence of input materials, failures, or other events are thus disregarded. As a consequence, this also prevents a precise

estimation of the time required by the solution-structure in order to produce the amount of products requested by the given PNS problem.

We propose to overcome such limitations by combining the P-Graphs framework with the SAN formalism, as we describe in the rest of this chapter.

### 4.1. The Proposed Workflow

The basic idea is to use P-Graphs as modeling formalism, and then produce, using an automated transformation, the SAN model to be used for the analysis only. The size of the resulting SAN model, as well as the number of evaluations that need to be performed, is kept to a minimum by applying algorithms of the P-Graph theory.

This combines P-Graphs and SAN and exploits their best characteristics. P-Graph allow PNS problems to be modeled in a very convenient way; however, as previously mentioned, the underlying theory has some limitations in the phenomena that can be analyzed. More rich analyses can be performed through the use of SANs, which however are less easy to adopt for the modeling process, and are not supported by a sound theory allowing to enumerate all the possible admissible subnets (according to some criteria).

The main steps of this approach are described in the following; within square brackets we specify if the step mainly relies on P-Graphs or SAN concepts. Given a PNS problem \([P, R, O]\):

1) \([\text{P-Graphs}]\) The PNS problem is modeled using the P-Graphs formalism; thanks to their simplicity the problem is easily modeled.

2) \([\text{P-Graphs}]\) The MSG \([10]\) algorithm is applied to the problem, obtaining the maximal solution-structure, i.e., the union of all the solution-structures that satisfy the structural axioms.

3) \([\text{SAN}]\) Using a homomorphism that we define in this paper (Section 4.2), the maximal solution-structure is transformed into a SAN model representing detailed properties and behavior of operating units and materials. The resulting model includes specific variables that, depending on their value, enable or disable entire branches of the maximal solution-structure.

4) \([\text{SAN}]\) Reward variables and structures are defined on the resulting SAN, in order to evaluate the measures of interest, i.e., the metrics based on which the solution-structures should be compared.

5) \([\text{P-Graphs}]\) The SSG \([13]\) algorithms is applied to the maximal solution-structure, in order to isolate all the individual admissible solution-structures.

6) \([\text{SAN}]\) Instead of applying the ABB algorithm \([12]\) to obtain the optimal solution (or the \(n\) sub-optimal ones), the SAN model obtained in Step 3 is configured to be able to represent all the admissible solution-structures obtained in Step 5. This means that, for each solution-structure, ad-hoc settings for the fork variables are devised, so that branches not existing in the current solution-structure are disabled in the SAN model.

7) \([\text{SAN}]\) Finally, following the enumeration produced by the SSG algorithm, admissible solution-structures are evaluated using the SAN model. The optimal one is devised by analyzing the obtained values for the metrics of interest.

In the following we detail the transformation that generates the SAN model of Step 3.

### 4.2. P-Graph to SAN Transformation

It should be noted that models of both formalisms, P-Graphs and SANs, can be represented as bipartite graphs, which suggests that a correspondence can be established between the two formalisms. The most obvious mapping between the two formalisms is to define an homomorphism between places and materials, and between transitions and operating units, as formally defined by the authors of \([22]\).

However, in this paper we do not want to just define a correspondence between the two formalisms, but rather to extend the possible analysis that can be performed on a P-Graph model, by combining it with a SAN model, so that more rich analyses can be performed, taking into account more detailed behavior of materials and operating units.

The idea is this to define a new homomorphism (or, using MDE \([23]\) terminology, a model transformation) between the two formalisms, which is defined in the rest of this section. Such homomorphism is used to automatically derive a SAN model corresponding to the maximal solution-structure, and able to represent all the individual admissible solution-structures.

We consider P-Graph nodes to have the following nominal attributes:

- **Raw materials**: type; unit of measurement; available quantity; cost.
- **Final products**: type; unit of measurement; requested quantity; reward.
- **Operating units**: type; unit of measurement; proportional costs; input and output rate (and related units of measurement) of materials; utilization factor; amount of used material and produced material within a solution.

Since we want to extend the possible analysis types, we aim to be able to take into account also for the following aspects in the resulting SAN model:

- Execution time of operating units.
- Failure rate of operating units.
- Recovery rate (in case of failure) of operating units.
- Possibly, the impact due to limited capacity of stockage, in terms of interruption of the production of operating units.
- Concurrent execution of operating units in parallel branches (if admitted by the maximal solution).
- Interactions between the different operating units composing a solution.
The homomorphism we define in the following considers two main cases: *materials*, which are directly mapped to *places* of the SAN formalism, and *operating units*, which instead are mapped to whole subnets (i.e., models) defined in the SAN formalism.

Given a P-Graph \((M, O)\), the corresponding SAN model can be defined through the injective homomorphism (monomorphism)

\[
\mathcal{H}: M \cup O \to \mathcal{P} \cup \mathcal{S},
\]

where \(\mathcal{P}\) is a set of places and \(\mathcal{S}\) is the set of all the possible SAN models. Moreover, \(\mathcal{P}\) is the union of all the possible places belonging to SAN models in \(\mathcal{S}\), i.e.:

\[
\mathcal{P} = \bigcup_{((P,A,I,O,\gamma,\tau,\iota,O,G)\in\mathcal{S})} P_i,
\]

For each \(x_i \in M \cup O\), the function \(\mathcal{H}\) is defined as:

\[
\mathcal{H}(x_i) = \begin{cases} 
P_i, & \text{if } x_i \in M, \\
\gamma(x_i), & \text{if } x_i \in O,
\end{cases}
\]

where \(\gamma: O \to \mathcal{S}\) is a function that, considering the values of attributes associated with operating units, generates a corresponding SAN subnet. Such SAN subnet should follow a precise structure that is detailed in the next section.

### 4.3. SAN Subnet for Operating Units

As described in the previous section, each operating unit in the P-Graph is transformed to a specific SAN subnet that models its properties and behavior. Elements of such SAN subnet are reported in the following, with a brief description of the P-Graph characteristics, or extended aspects, they allow to be modeled. A graphical representation of the subnet is depicted in Figure 4. Places depicted in yellow are extended places (see Section 3).

- Places \(P_{in}\) and \(P_{out}\) model respectively containers for input and output materials of the operating unit. The choice of using extended places is due to the possibility to handle non-integer quantities. In case the unit has multiple input or output materials, those are represented as multiple places, which are still

connected to the input gate \(IGop1\) (for input materials) or output gate \(OGop2\) (for output materials).

- Places \(P_{p_{tot}}\) and \(P_{pc}\) keep track of the maximum utilization capacity and the current utilization of the operating unit. A token in \(P_{pc}\) represents the case in which the operating unit is free, otherwise the unit is in use. Place \(P_{p_{tot}}\) keeps track of the maximum utilization capacity of the individual operating unit, while the number of tokens in \(P_{pc}\) keeps track of the utilization capacity of different operating units that are identically distributed in the production, failure and recovery times.

- Places \(P_{req1}\) and \(P_{req2}\) are used to model a production request. When place \(P_{req1}\) is not empty a production request is active; the amount of material to be produced is given by the number of tokens in place \(P_{req2}\). If the operating unit can be used (place \(P_{NU}\)), and the amount of input material is enough, the marking of place \(P_{req2}\) gives the amount of material to be produced.

- Place \(Qnt\) keeps track of the quantity of material that is produced, which is used to calculate the utilization factor with which the operating unit is being used.

- Place \(P_{f}\) models the failure of the operating unit.

- Place \(P_{p}\) models an operating unit in production state.

- Place \(P_{NU}\) is used to distinguish between usable and unusable operating units. A token in this place means that the operating unit cannot be used. An operating unit cannot be used if there is not enough input material, and the producers of such materials are not usable as well, or if the unit has exhausted its producing capability and it is not currently operating.

- The immediate activity \(T_i\) models the operating unit entering in operational state, which means that the quantity of material needed for production is subtracted to the amount of available input material.

- The immediate activity \(T_f\) models the execution of the operating unit, and its production time. This timed activity, as well as the following ones, can follow any probability distribution; they are not necessarily restricted to the exponential distribution.

- The timed activity \(T_p\) models the occurrence of a failure of the operating unit.

- The timed activity \(T_r\) models the restore of functionality of the operating unit, following to the occurrence of a failure.
4.4. Composing the Maximal Structure

Thanks to the homomorphism and transformation defined in the previous sections, a maximal solution-structure, modeled with a P-Graph, can be transformed in the corresponding SAN model that models the detailed behavior of operating units.

The SAN model corresponding to the maximal solution-structure is obtained as follows:

- For each operating unit \( x_i \in O \), the function \( H(x_i) \) is defined so that a SAN subnet like the one in Section 4.3 is obtained.
- For each raw material \( x_i \in R \), the function \( H(x_i) \) is defined so that the material is mapped to place \( P_{in} \) of the operating unit(s) that use that material as input material.
- For each final product \( x_i \in P \), the function \( H(x_i) \) is defined so that the product is mapped to the \( P_{out} \) place of the operating unit(s) that produce that product. An additional place is introduced to model the quantity of the final product that is requested.
- For each intermediate material \( x_i \in M \setminus (P \cup R) \), the function \( H(x_i) \) is defined so that the material is mapped to the \( P_{out} \) place of the operating unit(s) that produce that material; or, equivalently, to the \( P_{in} \) place of the operating unit(s) that use that material as input.

Then, after having transformed every single element \( x_i \in M \cup O \) to \( H(x_i) \), the generated subnets are composed using the Rep/Join formalism [17], to obtain a SAN model that represents the maximal structure. The topology of connections between the generated SAN submodels follows the connection paths of the maximal structure itself. Connections between submodels occur on places representing materials, and in particular intermediate materials: places \( P_{out} \) of operating units that generate a given material are connected with the corresponding \( P_{in} \) place of operating units that use that material as input. Similarly, if two or more operating units use the same raw material as input, or produce the same final product as output, then the corresponding \( P_{in} \) (or \( P_{out} \)) places are connected together.

The procedure described so far generates a SAN model able to represent the maximal structure. However, we want to be able to represent any of the solution-structure generated by the SSG algorithm. To accomplish this task, we add a set of variables, called branch enabling variables, to the resulting SAN model, so that specific parts of the model can be enabled or disabled at will. In particular, a branch enabling variable \( F_i \) is added for every operating unit at every fork (or at every join) of the production flow. Based on the value of such variables, which is given by the actual solution-structure to be represented, entire branches of the production system can be disabled or ordering introduced between them.

Adopting such approach stems from the need to produce results that are consistent with the original P-Graphs framework. In fact, P-Graphs algorithms assume that certain operating units can be excluded from the final solution-structure, and that input materials can be directed with higher priority to a specific operating unit with respect to another.

4.5. Specification of Metrics

In order for the approach to be useful, the generated SAN model should support, in addition to the extended analyses, also the evaluation of the basic metrics that can be evaluated using the P-Graph theory. With the SAN formalism, metrics are specified using reward structures. In this section we describe the reward structures that permit the evaluation of the basic metrics that can be evaluated using P-Graph theory.

The main metric that is typically evaluated by the ABB algorithm is the profit. Its implementation in the SAN model is a composed metric, obtained as a combination of the following performance variables. In the following, \( T \) is the set of activities of the SAN model, \( RS \) is the reachability set of the SAN model, \( i \in \{ 0, \ldots, |T| \} \) is the reward associated with being in marking (state) \( m \), and \( C(a) \) is the reward associated with the firing of activity \( a \).

- \( \text{Q}_k^i \): Total cost for raw material \( k \) up to time \( t \). It uses the following reward structure:
  \[
  R(m) = \begin{cases} 
  0 & \forall m \in RS, \\
  c_k \cdot n & \text{if } m = T_k^i, \\
  0 & \text{otherwise}, 
  \end{cases} 
  \]
  where \( T_k^i \) is an activity that takes \( n \) tokens from an input place representing material \( m_k \), and \( c_k \) is the unit cost of that material.

- \( \text{U}_k^i \): Utilization factor of operating unit \( k \). This is an instantaneous variable, returning the current utilization factor of the operating unit. It uses the following reward structure:
  \[
  R(m) = \begin{cases} 
  \#m & \text{if } m = P_{tot}, \\
  0 & \text{otherwise}, 
  \end{cases} 
  \]
  where \( P_{tot} \) is the profit of the production process.

- \( \text{P}_i \): Cost of the production process. This is an interval of time variable, returning the total cost of the production process up to time \( t \). It uses the following reward structure:
  \[
  R(m) = \begin{cases} 
  pc(o_i) & \text{if } a = T_p^i, \forall o_i \in O, \\
  0 & \text{otherwise}, 
  \end{cases} 
  \]
  where \( pc(o_i) \) is the proportional cost for operating unit \( o_i \), and \( T_p^i \) is the activity corresponding to the execution of a unit of production for the operating unit, for all the operating units in the model.
5. Case Study: Optimization of a Power Grid

To show the benefits of our approach, we now apply the proposed workflow to a case study of the optimization of a power grid. The case study presented here is an extension of the one analyzed by the authors of [14], in which a network for the distribution of electricity and heat was analyzed, with particular attention to the environmental sustainability of the structure. The network is designed using P-Graphs, trying to minimize costs and keeping the environmental impact low. The problem is expressed through the specification of consumption, production capacity, cost, environmental impact, and emergy [24], of available materials and of available technologies to fulfill the annual request for electricity and heat of the considered district.

The optimization function aims at i) maximizing the profit and ii) minimizing the ecological footprint (EF) indicator [25], an indicator of environmental sustainability.

5.1. The Problem and Initial Results

In this section we extend the analysis performed in [14] using the proposed approach. The extended analyses will take into account additional metrics related to the reliability and performance of the obtained production system.

The maximal structure for such problem (obtained by the application of the MSG algorithm in Step 2) is shown in Figure 5 [14]. In addition to the usual sources of electrical power and heat, the considered district also contains renewable power sources, like corn silage, grass silage, corn straw, and wood. Different technologies are available for energy conversion, like biogas plants, biogas combined heat and power (CHP), gas burners, pelletizers, and burners. Cost, ecological footprint, and emergy are modeled as materials, so that upper/lower bounds can be established and the space of possible solutions reduced.

The application of the SSG algorithm results in 21 solution-structures [14], of which one (Structure 13) is the reference structure, i.e., the structure currently in operation.

With respect to the structure which is currently deployed, other structures that make use of renewable energy sources allow the costs and/or the ecological footprint to be reduced (Figure 6). For example, with Structure 7 costs are reduced by about 5%, with also a reduction of 29% in the ecological footprint. Structure 10 would also be an improvement, reducing costs by about 3% and reducing the ecological footprint by 16%. For a higher reduction of the ecological footprint (by 78%) Structure 16 could be adopted, at the price of an increase of costs by 1.5%.

5.2. Analyses Extensions with SAN

Thanks to the approach we proposed in the previous sections, we can complement such results with more detailed analyses, taking into account for random failure of processing units and subsequent repairs, the time needed to units to satisfy requests, and the possibility of the process network to work in degraded mode, i.e., with some of the operating units non working due to failures.

Such extended analysis allow the decision maker to have a wider view of the existing tradeoffs between the admissible solution-structures. For example, the optimal solution with respect to costs could not be the most convenient one, if the failure probability is too high, or if it takes too much time to actually fulfill request for the needed amount of products.

To analyze those aspects it is necessary to know the additional properties of operational units, and in particular the mean production time, the mean time to failure (MTTF), and the mean time to repair (MTTR). The adopted values for such properties are reported in (Table 1). Unfortunately it was not possible to recover real data for this parameters; values in the table are thus provided as example data, to demonstrate the applicability of the approach. Additionally, we assumed that the requests for power and heat follow an exponential distribution with a mean request time of 5 hours.

Based on this additional information, we can now evaluate additional metrics, namely:

<table>
<thead>
<tr>
<th>Unit</th>
<th>Production Time</th>
<th>MTTF</th>
<th>MTTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity Feeder</td>
<td>0.05</td>
<td>24</td>
<td>2</td>
</tr>
<tr>
<td>Natural Gas Burning</td>
<td>0.0005</td>
<td>48</td>
<td>3</td>
</tr>
<tr>
<td>Biogas CHP Corn</td>
<td>0.01</td>
<td>36</td>
<td>0.16</td>
</tr>
<tr>
<td>Biogas CHP Grass</td>
<td>0.02</td>
<td>36</td>
<td>2</td>
</tr>
<tr>
<td>Biogas Prod. Corn</td>
<td>0.001</td>
<td>72</td>
<td>0.007</td>
</tr>
<tr>
<td>Corn Silage Prod.</td>
<td>0.01</td>
<td>28</td>
<td>0.1</td>
</tr>
<tr>
<td>Grass Silage Prod.</td>
<td>0.01</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>Biogas Burning</td>
<td>1</td>
<td>12</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Figure 5: Maximal structure of the power grid [14].

Figure 6: Comparison of the admissible solution-structures according to the original evaluation based on P-Graphs only [14]. Structure 13 is the reference structure, being the one currently deployed and operating.
• *Mission Time*, i.e., the time required to the solution-structure to produce the requested quantity of products;
• *Mean Time To Failure* (MTTF);
• *Mean Time To Repair* (MTTR);
• *Mean Time To First Failure* (MTTFF).

Ideally, such metrics can be computed for all the admissible solution-structures reported in Figure 6. However, we limit here our discussion only to Structure 13, the currently deployed one, and those that could actually provide an improvement with respect to costs and ecological footprint, i.e., Structures 7, 10, and 16. The transformation of Section 4 is then applied to the P-Graph of Figure 5, and then each of these structures is modeled by properly assigned values to the $F_i$ branch enabling variables in the obtained SAN model corresponding to the maximal solution-structure.

We have evaluated metrics using the discrete-event simulator provided with the Möbius framework, using at least 1000 simulation batches and a confidence level of 95%. Metrics that were originally evaluated in [14] have been evaluated again using SAN, to demonstrate the consistency of the proposed approach. The obtained values are reported in Table 2; for each dimension, the solution-structure with the best value is highlighted in bold.

The evaluation of the extended set of metrics, using the proposed approach, allow result-structures to be better characterized according to multiple dimensions. Referring to the analyzed example it is possible to highlight a number of interesting aspects. First of all, it should be noted that results for the two metrics used in the original P-Graphs analysis, cost and ecological footprint, are consistent with the ones obtained with P-Graphs analysis [14]. For example, the cost with Structure 16 is slightly increased, but the ecological footprint is sensibly reduced, which is consistent with the results obtained in [14] (Figure 6).

According to the original results, Structure 16 was the most ecological one, and required only a small cost increment, thus making its implementation very appealing if reducing the footprint was a priority. However, the new extended analysis now suggest that this structure requires a much longer time to satisfy requests: three times worse with respect to the reference structure. Furthermore, it also has a very low MTTF, possibly resulting in availability problems.

Similar comments can be addressed towards the reference structure, Structure 13, which has limits concerning reliability and average production time: improvements are possible also on these dimensions. The two structures that provide the greatest improvements with respect to costs, Structure 7 and Structure 10, would also improve the overall production time (mission time). However, the two solutions have very different values for the MTTF, MTTR, and MTTFF properties, with Structure 7 being much more reliable. In fact, the MTTF is more than twice larger, and the MTTR is about 4 times smaller.

This leads us to conclude that the best tradeoff among all the solutions to the PNS problem is to implement Structure 7, which would improve all the target metrics with respect to the currently deployed system (Structure 13). It should be noted that this result becomes evident only after applying the extended analyses using SAN, through the method proposed in this paper.

6. Related Work

Model-based evaluation [1] has been largely applied for the evaluation of different kinds of systems and properties. In particular, models based on Stochastic Petri Nets have been applied to many domains, including for example multiprocessor systems [18], power-grids [26], tele-immersive applications [19], and many others. Initially introduced for the synthesis of chemical engineering processes, P-Graphs [4] have later been applied to a variety of other domains as well, including the optimization of a distribution of power and heat, like the example extended in this paper [14], transportation [27], and even the planning of evacuation routes [28].

Previously, other work in the literature investigated similarities between P-Graphs and Petri Nets. One of the first work in such direction is reported in [22], where the authors investigate how the the specific combinatorial features of PNS problems can be applied for developing more efficient mathematical methods for the analysis of Petri Nets. Such direction was then expanded in [29], where P-Graphs and Petri Nets form part of a mathematical framework focused on specifying and solving optimal trajectory problems (i.e., sequences of transition firings such that, from the initial marking, the net reaches a specific marking). Both these work focus on applying P-Graph algorithms to models specified using Petri Nets. Conversely, the approach we propose in this paper applies evaluation techniques for Stochastic Petri Nets on models initially specified using P-Graphs. To the best of our knowledge, investigations in this direction have been limited.

The approach that we adopt in this paper can be seen as a model transformation approach [30], in which the source model are P-Graphs, and the target are Stochastic Activity Networks. Model transformation has been applied to the analysis of performance and dependability problems, most often as an automated way to analyze models specified with the UML language, e.g., see [31]. While model transformation has been extensively applied to the evaluation of UML models, we are not aware of other proposals that apply model-transformations to generate Stochastic Petri Net models representing a PNS problem specified with P-Graphs.

7. Concluding Remarks

In this paper we proposed a new framework for addressing Process Network Synthesis problems. The framework combines the simplicity of P-Graphs, which are used for the specification of the problem, and for identifying a set of admissible solutions, with the flexibility and power of SAN, which are used for detailed analysis of measures of interest. Such combination enables the evaluation of additional
dimensions, including dependability and performance, thus allowing an expanded analysis of tradeoffs. The integration, which can be automated, can be implemented using model transformation technologies.

The proposed approach has been applied to a case study of a network for the distribution of electricity and heat. The analysis shown consistent results with those originally obtained with P-Graphs only, and provided new insights on the other admissible solution-structures, thus demonstrating the usefulness of the approach. As future work, we aim to implement the proposed transformation as an extension of tools currently available for the manipulation of P-Graphs. At the same time, limitations of the proposed approach should be investigated. In particular, solutions to mitigate state-space explosion need to be devised. The nature of models generated from PNS problems, in which for example operating units may be temporarily disabled due to lack of materials, suggests the investigation of decomposition techniques [32].
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